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ABSTRACT: A computational ligand-mapping approach to
detect protein surface pockets that interact with hydrophobic
moieties is presented. In this method, we incorporated benzene
molecules into explicit solvent molecular dynamics simulations
of various protein targets. The benzene molecules successfully
identified the binding locations of hydrophobic hot-spot residues
and all-hydrocarbon cross-links from known peptidic ligands.
They also unveiled cryptic binding sites that are occluded by side
chains and the protein backbone. Our results demonstrate that
ligand-mapping molecular dynamics simulations hold immense
promise to guide the rational design of peptidic modulators of
protein—protein interactions, including that of stapled peptides,
which show promise as an exciting new class of cell-penetrating
therapeutic molecules.

B INTRODUCTION

Protein—protein interactions (PPIs) have emerged as attractive
drug discovery targets in recent years due to their key roles in
mediating various cellular functions.”? PPIs are however
notoriously challenging to target. The interfaces that characterize
PPIs are often large, shallow, and highly flexible, making rational
drug design difficult>* Nevertheless, there is growing interest
in exploring these, particularly through harnessing peptides as
PPI—targetin§ drugs due to their potency, high specificity, and
low toxicity.” Peptides are also viewed as a bridging class of drugs
that could potentially combine the desirable properties of small
molecules with those of biologics.® Despite numerous successful
examples of peptide-based drugs that have already reached the
market,” peptides are often considered poor drug candidates
because of their low bioavailability, rapid elimination, poor in
vivo stability, and parenteral-only administration.” These limi-
tations are now gradually being mitigated by advances in peptide
delivery® ™' and synthetic methodologies.'' ™'

An important advance in the development of peptide-based
drugs is the introduction of the “stapling” strategy. This entails
the introduction of two unnatural a,a-disubstituted residues
bearing olefin side chains of varying lengths into a peptide
o-helix, followed by a ruthenium-catalyzed ring-closing meta-
thesis reaction'* to form the staple across one or two a-helical
turns. Peptides that have their a-helical structure stabilized by
such all-hydrocarbon staples exhibit improvements in helicity,
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protease resistance, potency, and cell permeability, making
them suitable pharmacological candidates for the inhibition of
PPIs."> Various studies have demonstrated the therapeutic
potential of stapled peptides in the treatment of cancer, specifically
by inhibiting the NOTCH transcription factor complex, reac-
tivating the p53 tumor suppressor pathway, and promoting B-cell
lymphoma 2 (Bdl-2)-mediated apoptosis.'®™"® They have also
shown gotential as therapeutic agents for other diseases such as
HIV,"* diabetes,”" cardiovascular disease,”” and respiratory
infection.”* The all-hydrocarbon staple is able to enhance the
binding affinity of a peptide for a protein not only by reducing the
entropic penalty but also by forming favorable hydrophobic
contacts with the protein surface.”* Hence, staples that interact
with the protein surface are generally more desirable than those
that point into the bulk solvent (Figure 1).

The design of inhibitory stapled peptides requires knowledge
of the hot spots>>*° of interactions that contribute the bulk of
the free energy of association and optimal staple positions.">*”
Various computational methods have been developed to rapidly
identify binding sites on protein surfaces in the last couple
of decades. The earliest methods were either geometry-based
or energy-based, such as POCKET?® and GRID,” respectively.
More recently, several knowledge-based methods that make use
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a)

Figure 1. Two types of stapled peptides (yellow) bound to their target
proteins (white surface). (a) Hydrocarbon staple points into bulk
solvent and does not interact with the surface of HIV-1 capsid (PDB
2L6E). (b) Hydrocarbon staple interacts with the surface of MDM2
(PDB 3V3B).

of the characteristic attributes of protein binding sites, whether
it be sequence,®® structural,® or physical,>> have emerged to
provide an alternative approach to binding-site detection.
A common limitation of these pocket detection methods is that
they only treat static structures, and therefore, their success and
applicability to drug design are highly dependent upon the input
protein structures. However, proteins are intrinsically flexible and
frequently undergo conformational changes on ligand binding.****
The use of a static structure for binding site prediction is therefore
highly inadequate, although some progress has been made by
adapting these methods for the analysis of conformational
ensembles.®>*® In contrast, computational methods that employ
small-molecule probes in molecular dynamics (MD) simulations
are able to account for protein dynamics and have been shown to
be quite successful at identifying ligand-binding sites.*””~* Various
ligands, selected based on their druglike features and prevalence as
substructures in drug molecules, are used as binding-site probes to
generate ligand affinity maps.***> These affinity maps were then
validated by comparison with crystallographic data of proteins
bound to small-molecule ligands, indicating their potential utility
for structure-based drug design. However, a framework specific for
the design of inhibitory linear and stapled peptides is currently
lacking. Some of the probe ligands used, such as benzene, propane
and isopropanol, resemble certain chemical moieties found in
peptides and have the potential to mimic most inter-residue
interactions during the simulations. Therefore, we set out to
explore a general protocol for the mapping of peptide binding sites.

We have previously implemented ligand-mapping MD
simulations to design a high-affinity hybrid ligand comprising
peptide and small-molecule moieties to target an oncogenic
protein.39 In this current study, we propose and demonstrate that
ligand-mapping MD simulations can also be used for the rational
design of peptidic PPI modulators and their stapled variants.
Three proteins involved in key PPIs relevant to cancer therapy
were selected to validate the method’s ability to map peptide
binding sites: Aurora-A, RADS1, and MDM2. All three have
multiple known hydrophobic hot spots. MDM2 in particular
has its binding cleft occluded by the protein backbone in the
unbound state, thus providing a rigorous test of the method’s
ability to uncover buried peptide binding sites. We further
applied the ligand-mapping method on five proteins for which
close association of the hydrocarbon staple of a stapled peptide

3200

with the protein surface is observed in the crystal structures of the
complexes. These included MCL-1 bound to MCL-1 SAHBy,,*
estrogen receptor alpha (ERa) bound to SP2, estrogen receptor
beta (ERS) bound to SP1,* MDM2 bound to SAH—pS3—8,48
and MDMX bound to ATSP-7041.*

B METHODS

Preparation of Structures. Initial protein structures for
ligand-mapping MD simulations were obtained from the Protein
Data Bank (PDB). The following structures were used: 10L5*
(Aurora-A bound to TPX2), 10L7°° (unbound form of Aurora-A),
INOW*' (RADS51-BRC4 fusion protein), 1Z1M>* (solution struc-
ture of unbound MDM2), 3KJ0>* (MCL-1 complexed with BH3
peptide Bim 12dY), 2QGT** (ERa complexed with nuclear
receptor [NR] coactivator 2 peptide and ether estradiol), 30LS>
(ERS complexed with NR coactivator 1 peptide and estradiol),
IYCR*® (MDM2 complexed with pS3 transactivation domain
peptide) and 3FDO*” (MDMX complexed with the peptide pDI).
Peptidic ligands, if present, were removed to generate the
unbound structures, while crystallographic water molecules
were retained. The methoxy group of ether estradiol in the ERa
structure was removed to convert it to estradiol.

Four N-terminal residues including Argl26, which interacts
with TPX2, are missing from the crystal structure of unbound
Aurora-A (PDB code 10L7). They were added following
structural alignment with the crystal structure of TPX2-bound
Aurora-A (PDB code 10LS). RADS1 is covalently bound to
BRC4 in the crystal structure of the complex, forming a fusion
protein. The unbound RADSI structure was prepared by
deleting the BRC4, linker, and expression vector sequences,
mutating the selenomethionine residues to methionine and
modeling two missing loops using the ModLoop web server.*®
For MDM2, the second NMR model, in which the p$3-binding
site is most occluded by the N-terminal lid region, was chosen as
the starting structure for the simulations. Two N-terminal
residues were removed from the MCL-1 structure as they are not
part of the wild-type sequence. Chain B of the ERa structure and
chain A of the ERf structure were chosen for the simulations as
they are most well-resolved. Missing loops in ERa (residues
462—466) and ERf (residues 416—420) were added using the
ModLoop web server.”® The point mutation Y537 in the ERa
crystal structure was reversed. All proteins were capped by acetyl
and N-methyl groups, if either the first or last residue is missing.

The software package PDB2PQR*® was used to choose
optimal Asn, Gln, and His side-chain orientations, add missing
hydrogen atoms, and determine the protonation states of residues.
Ten different placements of benzenes around the protein were
generated using Packmol,® followed by neutralization with
sodium or chloride ions and solvation with TIP3P®' water
molecules in a periodic truncated octahedron box, giving a final
benzene concentration of ~0.2 M.

Molecular Dynamics. Energy minimizations and MD
simulations were performed with the sander and PMEMD modules
of AMBER11,% using the f99SB-ILDN® force field for the protein
and the generalized AMBER force field (GAFF)* for the benzenes.
Atomic charges for benzene and estradiol were derived using the
RED. Server,”” by fitting restrained electrostatic potential (RESP)
charges® to a molecular electrostatic potential (MEP) computed by
the Gaussian 09 program® at the HF/6-31G* level of theory.
Parameters for ADP were used as described by Meagher et al™®
The SHAKE algorithm69 was used to constrain all bonds involving
hydrogen atoms, allowing for a time step of 2 fs. Nonbonded
interactions were truncated at 9 A, and the particle mesh Ewald
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method’® was used to calculate long-range electrostatic interactions
under periodic boundary conditions. With positional restraints on
the protein atoms, 500 cycles of steepest descent and 500 cycles of
conjugate gradient energy minimizations were performed followed
by two 50 ps equilibration MD runs, in which the system was first
heated gradually to 300 K at constant volume and then equilibrated
at a constant pressure of 1 atm. Subsequent unrestrained equili-
bration (2 ns) and production runs were performed at constant
temperature (300 K) using a Langevin thermostat”" with a collision
frequency of 2 ps™' and constant pressure (1 atm) using the
Berendsen barostat’> with a pressure relaxation time of 2 ps.
Production time for the ligand-mapping MD simulations was S ns,
for a cumulative sampling time of 50 ns per protein. Standard MD
simulations were performed on the unbound forms of RADS1 and
MDM2 for 50 and 200 ns, respectively.

A cubic solvent box containing 40 benzene molecules and
9200 water molecules was generated using Packmol with a
distance tolerance of 2 A. This benzene/water ratio (1:230) is close
to the benzene/water ratios observed in the ligand-mapping solvent
boxes and corresponds to a benzene concentration of 023 M
at 300 K and 1 atm. The benzene—water solvent box was subject
to the same minimization, equilibration, and production steps as
described above for the ligand-mapping solvent boxes but without
any atomic restraints imposed. The carbon—carbon radial
distribution function (RDF) for the benzene molecules during
the first and last S ns of the 20 ns production MD simulation was
calculated with a bin size of 0.1 A using the radial command in ptraj.

Trajectory Analysis. For each protein, the 10 individual
ligand-mapping MD runs were combined into a single trajec-
tory for analysis. Benzene occupancy grids were generated
using the ptraj module of AMBER 11 to bin carbon atoms of
benzenes into 1 X 1 X 1 A grid cells. The cutoff isocontour value
used for visualization of benzene occupancy was 3 times the
threshold bulk value, which was defined as the highest isovalue at
which benzenes were detected in the bulk solvent. This is an
arbitrary criterion that allows for the removal of most weak bind-
ing sites. To compare the overlap of the benzene occupancy
maps with peptide residues, the peptide-bound protein structures
were aligned using PyMOL™® to the average protein struc-
ture sampled during the simulations. Because of the highly
plastic nature of the BH3 binding site in MCL-1 (Supporting
Information, Figure S1),7* protein structures were aligned with
only the binding site residues instead of the entire protein.

Peptide Design. A stapled peptide targeting MCL-1, MCL-1
SAHBg_,, was designed based on benzene occupancy maps
obtained from the ligand-mapping MD simulations. The structure
of MCL-1 bound to the stapled peptide MCL-1 SAHB, (PDB
code 3MK8)* was used to model the complex between MCL-1
and MCL-1 SAHBy_,,. The unresolved MCL-1 loop (residues
194—201) was added using the ModLoop web server.”® MCL-1
SAHBy, was then mutated into MCL-1 SAHB,_,, by using the
tleap module of AMBER 11 to introduce an i, i + 4 staple at
residues 8 and 12 and revert residues 17 and 21 to Gln and Glu,
respectively. Atomic charges for the stapled residues were derived
using the RED. Server, as described above. The two stapled
peptide complexes of MCL-1 were each subject to three
independent explicit-solvent MD simulations using different initial
atomic velocities for S0 ns. The fF99SB-ILDN® and GAFF** force
fields were used to describe the stapled residues during the
simulations. Both stapled peptides were capped by acetyl and N-
methyl groups at their N- and C-termini, respectively.

Molecular Mechanics/Poisson—Boltzmann Surface Area.
Binding free energies for the two MCL-1 complexes were calculated
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using the molecular mechanics/Poisson—Boltzmann surface area
(MM/PBSA) method.”” Two hundred equally spaced snapshot
structures were extracted from the last 40 ns of each of the
trajectories, and their molecular mechanical energies were calculated
with the sander module. The polar contribution to the solvation
free energy was calculated by the pbsa’® module, while the non-
polar contribution was estimated from the solvent accessible
surface area (SASA) using the molsurf’’ program with y =
0.00542 kcal/A? and f3 = 0.92 kcal/mol. Entropies were estimated
by normal-mode analysis”® using the nmode module. All programs
used for MM/PBSA calculations were from AMBER 11.%

Binding Free Energy Decomposition. The contribution
of each peptide residue to the binding free energy of the two
MCL-1 complexes was computed using the free energy de-
composition method” on 200 structures extracted from the
last 40 ns of the respective complex trajectories. Similar to the
MM/PBSA calculations, the molecular mechanical energies
and polar contribution to solvation free energy were computed
by the sander and pbsa modules of AMBER 11,% respectively.
The nonpolar contribution to solvation free energy was estimated
from the SASA using the ICOSA method.*’

B RESULTS AND DISCUSSION

According to a comprehensive analysis of experimental alanine
scanning data, PPI hot spots are enriched in tryptophan,
arginine, tyrosine, and isoleucine residues.”® Interactions
between hydrophobic residues also dominate protein—protein
interfaces.*’ Benzene is representative of the aromatic residues,
has high affinity for the nonpolar residues, and additionally, can
interact with positively charged residues through cation—7 and
hydrophobic interactions. It was therefore selected as the ligand
of choice for the mapping of peptide-binding sites in this study.

We followed the same protocol for performing ligand-
mapping MD simulations as previously described.” For each
target protein, 10 independent S ns MD simulations with
different initial benzene distributions were performed in explicit
solvent for a total sampling time of 50 ns. No restraints were
placed on the protein atoms to allow for maximal and accurate
hot-spot sampling within the short simulation period.** A low
benzene concentration of 0.2 M was used to minimize ligand
aggregation. We confirmed that this is a suitable concentration
by assessing the carbon—carbon RDF for the benzene molecules
in an MD simulation of a benzene—water solvent box (1 benzene
molecule to 230 water molecules), which converged toward unity
within the van der Waals cutoff of 9 A (Supporting Information,
Figure S2a). RDFs are recommended for the evaluation of
appropriate solvent behavior in such MD-based mapping tech-
niques, whereby proper mixing of the probes and water is indi-
cated by convergence of the RDF to 1 at long probe—probe
distances, while convergence of the RDF to values well above
1 indicates phase separation.*> No evidence of phase separation
was observed in the benzene—water mixture for up to 20 ns
(Supporting Information, Figure S2b).

Aurora-A. Aurora-A is a serine/threonine kinase involved in
the assembly and maintenance of the mitotic spindle. It is over-
expressed in a variety of human cancers, indicating that it may
be a valid oncogenic drug target.*® The microtubule-binding
protein TPX2 locks Aurora-A in the active conformation by
binding to its C-terminal domain at two distinct sites. Cheng
et al.** have used free energy decomposition analysis to show
that the majority of the binding free energy is contributed by
hydrophobic residues from TPX2, making this system suitable
for validation of the ligand-mapping method. Two sets of
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ligand-mapping MD simulations were performed using the
unbound protein conformations derived from the crystal structures
of Aurora-A (PDB code 10L7) and Aurora-A/TPX2 complex
(PDB code 10LS) as the initial structures. The ADP cofactor was
left intact in its pocket in both structures to allow the benzenes to
probe for surface binding sites only.

Both sets of simulations yielded very similar benzene occupancy

maps (Figure 2). Almost all of the binding sites occupied by the

Figure 2. Benzene occupancy maps of Aurora-A (white surface) with
TPX2 peptide (yellow) superimposed. Regions visited by benzenes are
represented as black (initial protein conformation derived from
unbound structure) and orange (initial protein conformation derived
from TPX2-bound structure) meshes. (a) Benzene probes reproduce
hydrophobic interactions of TPX2 residues 7—13 and 31—43. (b)
Benzene probes reproduce hydrophobic interactions of TPX2 residues
13—21 but not the cation—7 interaction of Phel6 with Argl26.

hydrophobic TPX2 residues were detected by the benzenes. Both
the hydrophobic groove accommodating Tyr8, Tyr10, Alal2, and
Prol3 and the neighboring pocket binding Ile17 and Phel9 have
high benzene occupancy. The cation—n interactions between
Phel6 and Argl26 from Aurora-A were, however, not reproduced
in the simulations (Figure 2b). Because of the flexibility of the
N-terminus in the Aurora-A structures and the loss of constraints
imposed by lattice crystal contacts, it was very likely that Argl26
drifted away shortly after the simulations started, thus dis-
assembling the binding site before a benzene molecule could
arrive to interact with it. In addition, molecular mechanical force
fields do not describe quadrupolar electrostatic interactions, which
form the basis for cation—7 interactions.*® Cation—7 interaction
energies computed using a nonpolarizable AMBER force field
have been shown to be significantly underestimated compared to
those obtained by ab initio quantum mechanical calculations.®®
The lack of benzene density near Argl26 could therefore also be
attributed to force-field limitations.

At the downstream helical stretch of TPX2, the location of
Phe3$ was recapitulated in the benzene affinity maps (Figure 2a).
However, the adjoining Trp34 binding site was only partially
mapped. The Trp34 side chain is tethered to the TPX2 peptide
backbone, allowing it to engage in 7—7 stacking interactions with
a histidine residue from Aurora-A. In contrast, benzene probes are
untethered and therefore unable to dwell at such an exposed and
ill-defined binding site for long. Nevertheless, it is clear that the
ligand-mapping method has proven useful in identifying the major
TPX2 binding sites on Aurora-A.

RAD51. RADSI1 is a recombinase involved in the repair
of DNA double-strand breaks®” ™ and is often overexpressed
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in cancer cells.”™” Its function is regulated by the tumor

suppressor breast cancer type 2 susceptibility protein (BRCA2).
The interaction between BRCA2 and RADSI is mediated
mainly by eight highly conserved motifs called the BRC repeats,
each having ~35 residues and varying affinity for RAD51.7>%*
The only available crystal structure of human RADSI consists
of its C-terminal domain joined to BRC repeat 4 (BRC4) by a
linker peptide,”" and this structure was used for the simulations.

BRC4 is made up of a f-hairpin at its N-terminal half that
extends the f-sheet of RADS1 by two antiparallel strands and
an a-helical segment at its C-terminal half. The interface
between the f-hairpin and RADSI1 is similar to the RADS1
oligomeric interface.’ Two four-residue modules in the BRC
repeats known as the FXXA and LFDE modules have been
identified to be essential for binding to RAD51.”® Four of the
modular residues, namely, Phel524, Alal527, Leul54S, and
Phel546, interact with hydrophobic pockets on the RADS1
surface. The positions of these four residues, as well as those of
Ile1534 and Vall1542, were successfully mapped by the benzenes
in the ligand-mapping MD simulations (Figure 3a). These
residues have been previously identified by computational alanine
scanning to contribute significantly to the binding free energy.”®
This shows once again that the ligand-mapping strategy is able to
establish peptide-binding hot spots on proteins.

Inspection of the benzene occupancies in the vicinity of the
FXXA module revealed three neighboring benzene binding
sites (Figure 3b). These binding sites could prove useful for
improving the potency of the tetrapeptide FHTA, which has
been shown to bind to a humanized RadA mutant at the FXXA
region with weak micromolar affinity.”” Benzene density (green
circle in Figure 3b) was observed beneath the RADSI surface near
the Alal527 pocket. This indicated that some ligand-induced
movement of the protein had occurred. Indeed, the RADS1 a4
helix had shifted away from the Alal527 pocket in one of the
ligand-mapping MD simulations to reveal an auxiliary channel that
effectively enlarges the pocket (Figure 3c,d). The walls of this
binding channel comprise Leul71, Leul72, Vall85, and Leul86.
To confirm that this was not a chance occurrence, the 10 ligand-
mapping MD simulations of RADS1 were extended to 20 ns
each. The binding site revealed itself again in another simulation
run after 13 ns. However, this cryptic binding site did not appear
in a 50 ns benzene-free simulation of RADSI. This agrees with
previous observations that the inclusion of ligands in MD simula-
tions increases the conformational sampling of proteins.”>*' In
this case specifically, it has been shown that ligand-mapping MD
simulations are also able to reveal binding sites that are blocked by
the protein backbone.

MDM2 Solution Structure. It has been demonstrated
previously that ligand-mapping MD simulations are able to
identify cryptic binding sites occluded by protein side chains.*
Typically, the time scale for protein backbone movement
is longer than for side-chain rotation since the former involves
the displacement of many more atoms.”® Here, we sought to
test the capability of ligand-mapping MD simulations to map
binding sites that are occluded by the protein backbone. We
have already seen that benzene ligands are able to induce back-
bone movement in RADS]1 to enlarge a known pocket; however,
this has not been demonstrated experimentally yet. So we chose
the protein MDM2, which is known to bind to p53 and regulate
its stability, thus making it a validated target in cancer therapy.””
The transactivation domain of pS3 binds as an amphipathic
a-helix to a deep hydrophobic cleft on the N-terminal domain
of MDM2 (Supporting Information, Figure S3a). Site-directed
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Figure 3. (a) Benzene occupancy map of RADS1 (white surface) with
BRC4 peptide (yellow) superimposed. Regions visited by benzenes are
represented as black mesh. The benzene probes reproduced crucial
hydrophobic interactions between BRC4 (residues labeled) and RADSI.
(b) Three benzene binding sites proximal to the FXXA pockets.
(c) Single trajectory structure from ligand-mapping MD simulations.
Protein backbone movement induced by benzenes (purple) revealed a
cryptic auxiliary channel that enlarged the Ala1527 pocket. (d) Trajectory
structures with cryptic binding channel revealed (white) superimposed on
the crystal structure of the complex between RADS1 (green) and BRC4
(yellow). Upward movement of the a4 helix revealed a new binding
channel comprising Leul71, Leul72, Val185, and Leul86.

mutagenesis experiments have shown that Phel9, Trp23,
and Leu26 of pS3 are the three key residues for binding
to MDM2.'%° In the unliganded state of MDM2, access to the
pS53-binding cleft is obstructed by an N-terminal “lid” region
(residues 1—24, Supporting Information, Figure $3b).>*'" The
binding cleft is also shallower and narrower in the unbound
state compared to the bound state, expanding through re-
arrangement of secondary structural elements in response to
ligand binding.>* We chose the second model of the solution
structure of MDM2 (PDB code 1Z1M) for our simulations as
its binding cleft is the most occluded by the N-terminal lid.

The pS3-binding cleft was successfully mapped by the
benzenes in the simulations, including the locations of the hot-
spot residues Phe19 and Trp23, but not that of Leu26 (Figure 4a).
Located at the base of the N-terminal lid, the Leu26 binding site
is the most occluded compared to the Phel9 and Trp23 bind-
ing sites. This result is similar to that reported in a previous
druggability prediction study that used a mixture of isopropanol,
isopropylamine, acetate, and acetamide as probe ligands in MD
simulations of the MDM2 solution structure.*’ A previously
reported second binding pocket of MDM2>® was also detected in
our ligand-mapping MD simulations (Figure 4b). This binding site
was occluded in the initial MDM?2 structure used for the
simulations and was only revealed by the rearrangements of
residues Phe86, Glu95, Lys98, and Met102. In addition to these
two well-defined binding sites, a third binding site in the region
between Tyr100 and Tyr104 was also detected (Figure 4b). This
region is very close to where a second nutlin molecule forms a
crystal contact with MDM2 in the structure of the MDM2-nutlin-
2 complex'” and has been proposed to be the “landing pad” for
nutlin when it encounters MDM2, prior to diffusion to the main
pocket.'® Titration experiments have shown that the displacement
of pS3 peptide from MDM?2 by nutlin-3 is compromised by a
Y104G mutation in MDM2, suggesting that Tyrl04 and its
surrounding region play a role in nutlin binding. The benzene
densities are very close to but do not overlap with the second
nutlin molecule in the MDM2/nutlin-2 crystal structure.
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Figure 4. Ligand-mapping MD simulations on the solution structure of
MDM?2. (a, b) Benzene occupancy maps derived from S ns ligand-
mapping simulations. (c, d) Benzene occupancy maps derived from 20 ns
ligand-mapping simulations. Regions visited by benzenes are represented
as black mesh. (a) Benzene probes displaced the N-terminal lid to mimic
the interactions of the pS3 hot-spot residues Phel9 and Trp23 but not
that of Leu26. (b) Two other reported interaction sites were detected by
benzene probes. One was identified in previous MD simulation studies
(blue) as a putative druggable site, while the other pocket (red) was
proposed to be important for initial nutlin-3 binding.'” (c) Benzene
probes were able to reproduce the hydrophobic interactions of all three
hot-spot residues (sticks) in the p53-binding cleft and (d) nutlin-2 at the
second nutlin interaction site (circled in blue).

Similar to Leu26, the second nutlin interaction site remained
occluded by the N-terminal tail during the S ns ligand-mapping
MD simulations and was not mapped by the benzene probes.
The simulations were extended to 20 ns to see if a longer
simulation time would reveal these two binding sites. Both of
them were indeed mapped during the extended simulations.
The benzene densities now overlap partially with Leu26
(Figure 4c). There was also good overlap between the benzene
densities and the nutlin molecule at the second nutlin
interaction site (Figure 4d). The benzene occupancy maps con-
structed from the first 10 and 15 ns of the simulations were also
analyzed but found not to overlap with Leu26. Benzene occupancy
maps generated from the ligand-mapping MD simulations of
RADS1 showed that protein backbone movement induced by
ligand binding can be observed within 5 ns. However, the con-
formational change involved the movement of a relatively short
protein stretch comprising fewer than 10 residues. The results
suggest that, to observe ligand-induced conformational changes
involving long flexible loops, such as the 24-residue N-terminal lid
of MDM2, a significantly longer sampling time is required.

It has been reported that the presence of benzene ligands
in MD simulations increases the conformational sampling of
protein side chains.** To see if this effect applies to the protein
backbone as well, we performed a 200 ns benzene-free MD
simulation of the MDM2 solution structure in addition to the
ligand-mapping MD simulations. The 10 ligand-mapping trajec-
tories were merged to give a combined trajectory with a cumulative
sampling time of 200 ns. Equally spaced snapshots were extracted
from these two sets of trajectories for comparison. The N-terminal
lid remained closed over the p53-binding cleft throughout the
benzene-free simulation, while it was much more dynamic in the
ligand-mapping simulations, exploring multiple conformational
states and exposing the binding cleft (Supporting Information,
Figure S4). This enhancement of sampling extended to the domain
core, as the representative ligand-mapping trajectory snapshots
showed considerable variation in their secondary structures, in
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contrast to the well-aligned trajectory snapshots from the
benzene-free simulation.

Hydrocarbon Linker Placement in Stapled Peptides. It
is evident from the results described above that ligand-mapping
MD simulations can efficiently probe for hydrophobic regions
on protein surfaces. We extended the study to investigate the
ability of ligand-mapping MD simulations to identify hydrocarbon
staple binding sites. To simulate the stapled peptide design
process, well-resolved protein structures that are bound to the
linear version of the stapled peptides, if available, were selected
from the PDB as the initial structures for the simulations.

MDM2 and MDMX. The structure of MDM2 complexed
with pS3 transactivation domain peptide was chosen, and
simulations were performed on the unbound protein structure.
The interaction of the hydrocarbon staple of the i, i + 7 stapled
peptide, SAH-p53—38, with a relatively flat binding platform
was reproduced by the benzene probes (Figure Sa). Another

———
/>

Figure S. Benzene occupancy maps of MDM2 and MDMX (white
surface) with peptides (yellow) superimposed. Regions visited by
benzenes are represented as black mesh. Benzene probes reproduce
interactions of the hydrocarbon staple with (a) MDM2 (PDB 3V3B)
and (b) MDMX (PDB 4NST). The locations of the pS3 core binding
triad of Phel9, Trp23, and Leu26 in (c) MDM2 (PDB 1YCR) and
(d) MDMX (PDB 3DAB) are also recapitulated in the simulations.

i, i + 7 stapled peptide, ATSP-7041, binds to MDMX in a
similar manner, with the hydrocarbon staple engaging a flat bind-
ing platform adjoining the pS53-binding cleft. This interaction
was recapitulated in the benzene occupancy map of MDMX,
which showed substantial overlap of benzene densities with
the hydrocarbon staple (Figure Sb). The benzene densities also
coincide with the hydrophobic binding triad of Phel9, Trp23,
and Leu26 in the pS53-binding clefts of both MDM2 and MDMX
(Figure Sc,d).

MCL-1. The antiapoptotic activity of MCL-1 is mediated by
a hydrophobic binding groove on its surface that binds the BH3
a-helices of proapoptotic Bcl-2 family proteins. Small-molecule
and peptidic inhibitors that target the BH3 binding groove have
been developed in an attempt to inhibit MCL-1 for anticancer
therapy.'**

The structure of MCL-1 complexed with MCL-1 SAHB, was
the first reported structure of a protein complexed with a
stapled peptide.* It also confirmed computational models that
predict that a stapled peptide could gain additional affinity by
interacting with the hydrophobic surface of the protein via its
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Figure 6. Benzene occupancy maps of MCL-1 (white surface) with
stapled peptides (yellow) superimposed. Regions visited by benzenes
are represented as black mesh. (a) Benzene probes reproduce
hydrophobic interactions of a-methyl group of hydrocarbon staple
from MCL-1 SAHBy, with Gly262, Phe319, and Phe318 (green) from
MCL-1 (PDB 3MK8). (b) Thr8 and Vall2 are indicated by the
benzene occupancy map as suitable sites for forming a hydrocarbon
staple that interacts with the protein surface. (c) Minimized structure
of the complex of MCL-1 with MCL-1 SAHBg_,,. (d) Benzene probes
reproduce interactions of hydrophobic MCL-1 SAHBy residues
(sticks) with MCL-1 at the binding interface.

hydrocarbon staple.”* Figure 6a depicts the hydrophobic
contacts that the hydrocarbon staple of MCL-1 SAHB}, makes
with MCL-1. A methyl group attached to the backbone Ca
atom of a stapled residue binds in a shallow groove formed by
Gly262, Phe318, and Phe319. This interaction was captured in
the benzene occupancy map of MCL-1 (Figure 6a). No overlap
of the benzene densities with the rest of the hydrocarbon staple
was observed, implying that it interacts weakly at this region.
A more favorable region for forming hydrophobic contacts
with a hydrocarbon staple was indicated at the N-terminal end
of the BH3 peptide by the benzene occupancy maps. His224,
Ala227, Phe228, and Met231 form a hydrophobic patch close
to Thr8 and Vall2 of the peptide, and the high benzene
densities here show that hydrophobic interactions with the protein
surface are decidedly favorable (Figure 6b). An N-terminal i, i + 4
staple linking residues 8 and 12 may be created (Figure 6¢) to
interact with this binding site, generating a stapled BH3 peptide
that could be more potent than the C-terminally stapled MCL-1
SAHBp,. We called this N-terminally stapled peptide MCL-1
SAHB;_,,. Indeed, this observation agrees with the results from a
previous computational study of several stapled BH3 peptides
against MCL-1, which showed via extensive staple-scanning MD
simulations and free energy analysis that MCL-1 SAHBg_, has a
higher binding affinity for MCL-1 than MCL-1 SAHBy, and that
the N-terminal staple itself contributes more to the binding
compared to the C-terminal staple.'®> We were able to reproduce
these findings in multiple independent MD simulations of the two
stapled peptide—MCL-1 complexes (Supporting Information,
Tables S1 and S2). These show that ligand-mapping MD simula-
tions could complement computationally intensive staple-scanning
MD simulations as an alternative means of suggesting suitable
stapling sites in the design of stapled peptides. Furthermore, while
relatively long staple-scanning simulations are required for binding
free energies to converge, each ligand-mapping MD simulation is
only 5 ns, leading to considerable savings in computational time.
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Figure 6d shows that the benzene probes were able to detect
other hydrophobic interactions at the MCL-1—-SAHB}, binding
interface. The benzene occupancy map demonstrates good
overlap with the hydrophobic residues, Leu6, Leu9, Val12, and
Vall6 of MCL-1 SAHBy, further corroborating the applicability
of ligand-mapping MD simulations to the detection of peptide-
binding hot spots.

Estrogen Receptors. Estrogen receptors (ERs) are part of
the nuclear receptor superfamily of transcription factors. There
are two isoforms of ER: ERa and ERf. They are encoded by
different genes but share a high degree of sequence and struc-
tural similarity. Both contain a variable N-terminal AF1 domain,
a well-conserved DNA binding domain, and a C-terminal ligand
binding domain (LBD).'*® Estradiol is an ER agonist that binds
to the LBD, causing a conformational change that promotes
homodimerization and favors the recruitment of coactivator
proteins to the ER/DNA complex.'”” On agonist binding, a
coactivator binding groove is created that mediates interactions
with short a-helical leucine-rich motifs called the NR box.'"”® ER
antagonists, however, promote the recruitment of corepressor
proteins.m9

X-ray crystal structures of both ER isoforms bound to stapled
NR box peptides reveal that the i, i + 4 hydrocarbon staples
form van der Waals contacts with hydrophobic residues of the
coactivator binding groove.*’ These interactions were recapitu-
lated in the benzene occupancy maps of both ERs (Figure 7).

Figure 7. Benzene occupancy maps of ERs (white surface) with stapled
NR box peptides (yellow) superimposed. Regions visited by benzenes are
represented as black mesh. (a) Benzene probes reproduce interactions
of hydrocarbon staple and two leucine residues of a stapled peptide
with ERa (PDB 2YJA). (b) Benzene probes reproduce interactions of
hydrocarbon staple and three leucine residues of a stapled peptide with

ERf (PDB 2YJD).

Other key hydrophobic interactions between leucine resi-
dues from the stapled peptides with the ER surfaces were
also reproduced in the ligand-mapping MD simulations.
Even though the overlap of the benzene densities with the
hydrocarbon staple is not as optimal in ERa (Figure 7a)
compared to ERf (Figure 7b), the presence of strong benzene
densities just beneath the staple nevertheless suggests that
this region is suitable for forming van der Waals contacts with
a hydrocarbon staple.
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Effects of Varying the Cutoff Isovalue. In this study, we
consistently used an isovalue 3 times the threshold bulk value to
visualize the benzene occupancy grids generated by the ligand-
mapping MD simulations. To examine the robustness of this
choice, we systematically examined the effect of using higher
isovalues for visualization on the mapping of all the test proteins
by increasing it to 4 and 5 times the threshold bulk value.

At 4 times the threshold bulk value, significant loss of
benzene density was observed in the vicinity of several hot-spot
residues, such as Tyr8 of TPX2 (Figure 8a) and PhelS46 of

>

a)

Figure 8. Benzene occupancy maps of (a) Aurora-A with TPX2
peptide superimposed, (b) RADS1 with BRC4 peptide superimposed,
(c) MCL-1 with stapled BH3 peptide superimposed, (d) ERa with
stapled NR Box peptide superimposed, and (e) ERf with stapled NR
box peptide superimposed. Benzene densities were visualized at 4
(orange mesh) and S (green mesh) times the threshold bulk isovalue.
Proteins and peptides are colored white and yellow, respectively.

BRC4 (Figure 8b). Poor overlap with the benzene maps was
generally observed for residues bound at shallow binding sites,
such as Alal2 and Ile17 (not shown) of TPX2 on Aurora-A. In
the cases of MCL-1 and ERq, the overlap with the hydrocarbon
staple was totally lost (Figure 8c,d). At S times the threshold
bulk value, complete loss of overlap with the relatively solvent-
exposed TPX2 hydrophobic hotspots, Tyr8 and Ala12 (Figure 8a),
and the hydrocarbon staple of ERf (Figure 8e) was observed.
However, overlap of the benzene densities with deep-lying hot-spot
residues for all the test proteins remained good.

Nonetheless, when an isovalue of 3 times the threshold bulk
value was used to visualize the binding sites, significant regions
of the protein surface were still being mapped (Figure 9). We
noticed that for Aurora-A and RADSI, proteins which have
multiple discrete peptide binding sites, the benzene density
clusters that overlap with the known peptide binding hot
spots are within the top seven most occupied (Figure 10ab).
For MDM2, MDMX, and MCL-1, their top density clusters
are located within their respective peptide-binding grooves
(Figure 10c—f), whereas the most-occupied density clusters in
ERa and ERJ (Figure 10f,g) delineate both their NR box peptide
binding sites and dimerization interfaces. This shows that the
most important binding hot spots are able to retain their benzene

DOI: 10.1021/ct5010577
J. Chem. Theory Comput. 2015, 11, 3199-3210


http://dx.doi.org/10.1021/ct5010577

Journal of Chemical Theory and Computation

Figure 9. Benzene occupancy maps of (a) Aurora-A, (b) RADSI,
(c) MDM2, (d) MDMX, (e) MCL-1, (f) ERa, and (g) ERf3 superimposed
on their peptide-bound structures. Where present, hydrocarbon staples are
represented as sticks. Proteins and peptides are colored white and yellow,
respectively.
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Figure 10. Benzene occupancy maps of (a) Aurora-A, (b) RADSI,
(c) MDM2, (d) MDMX, (e) MCL-1, (f) ERe, and (g) ERf superimposed
on their respective peptide-bound structures and represented at high
isovalues. Key hydrophobic peptide residues are shown as sticks. Proteins
were removed for clarity in visualization of the meshes. This figure is of the
same scale as that of Figure 9.

densities at high cutoff isovalues. The ligand-mapping method
may therefore potentially be used to unambiguously identify
binding hot spots in cases when they are unknown.

A few of the top-ranked binding sites identified in Aurora-A,
RADS], and ERfS (Figure 10ab,g) have not been shown to
bind ligands in experimental structures. This begs the question
of whether these are bona fide binding sites that have yet to
be validated by experiments or just irrelevant false positives.
So what is the proper cutoff isovalue to use? For unequivocal
visualization of binding hot spots, higher isovalues should be
used to interrogate new protein targets which lack structural
data of their complexes, and whose binding sites are poorly
characterized. However, for established protein targets such as
those reported in this study, cryptic and low-affinity binding
sites that have not yet been exploited by known ligands are of
greater interest. From our study, it is clear that such sites will
be missed if isovalues higher than 3 times the threshold bulk
value are used for visualization. Judicious selection of the cutoff
isovalue is therefore necessary for appropriate interpretation
of the data obtained from the ligand-mapping MD simulations;
clearly, future developments in such MD-based mapping
methods and new experimental data will further help to reduce
the ambiguities.
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B CONCLUSION

In this present study, we have demonstrated that the ligand-
mapping approach can recapitulate hydrophobic sites on proteins
that are exploited for binding by peptidic ligands, thus providing
a simple and robust tool to aid the design of novel peptides.
We have shown that ligand-mapping MD simulations are able
to identify hydrophobic sites used for peptide binding on the
surfaces of three therapeutically important proteins, namely,
Aurora-A, RADS1, and MDM2.

Significantly, ligand-mapping MD simulations also proved
useful for unveiling cryptic binding sites that are occluded by
either side chains or the protein backbone. These cryptic bind-
ing sites could potentially be exploited for enhancing the binding
affinity of known peptide ligands. Standard MD simulations
have the potential to expose such sites; however, the time scales
involved can be quite long.*® Here we have shown that the
ligand-mapping approach, using a hydrophobic probe such as
benzene, offers promise in uncovering cryptic binding sites that
can then be targeted for inhibition. Simulation lengths as short as
S ns for each replicate system were sufficient to expose a cryptic
site hidden by side chains in MDM?2 and another hidden by
the protein backbone in RADS1. Indeed, even the 24-residue
N-terminal lid region of MDM2 that occludes the p53-binding
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cleft was partially displaced. Longer simulations of 20 ns
eventually led to the exposure of the Leu26 binding site, which is
the most buried among the three hot spots in the p53-binding
cleft of the MDM2 solution structure. We therefore recommend
that simulation length be increased to at least 20 ns for NMR-
resolved protein solution structures, which tend to have longer
and a higher number of flexible loops, and therefore require longer
sampling times to ensure adequate exploration of any ligand-
binding conformations that may be accessed only by protein
backbone changes. However, in general, a production time of S ns
appears to suffice for the mapping of protein X-ray crystal
structures. The method’s computational feasibility may be further
enhanced by the use of modern highly parallelized platforms and
software''° that could allow long ligand-mapping MD simulations
of NMR-resolved protein structures to be completed within a few
days.

The general applicability of this method was further
demonstrated by using it to detect binding sites of hydrocarbon
staples. These staples cross-link peptides intramolecularly and
stabilize them against conformational heterogeneity for binding
in a helical conformation to target proteins, as well as against
proteolytic digestion. Hence, it is of great interest to develop
methods that can help in their design. We tested the ligand-
mapping protocol for its ability to detect hydrocarbon staple
binding sites on five proteins with available structural data
of bound stapled peptides that interact with the protein surface
via their hydrocarbon staples. Employing benzenes as probes,
the ligand-mapping MD simulations successfully detected the
shallow hydrocarbon staple binding sites in all five proteins.
In addition to reproducing the known staple interaction sites,
the simulations also identified key hydrophobic interactions at
the protein—peptide interface and yielded new sites for further
exploration in these proteins. A novel second staple binding site
that was predicted to form more extensive interactions with a
hydrocarbon staple than a known site was identified in MCL-1.
A stapled peptide binder of MCL-1 previously identified by
library screening was modified to specifically target this region
via its hydrocarbon staple. This design was supported by the
results of free energy calculations derived from standard MD
simulations of the complexes and also a previous computational
study,'™ both of which suggest that the alternative stapled
peptide MCL-1 SAHBg ;, binds to MCL-1 better than the
original stapled peptide. This suggests that ligand-mapping MD
simulations could complement staple-scanning MD simulations
in the design of stapled peptides by highlighting hydrophobic
regions close to the main peptide binding site where a hydro-
carbon staple can interact with the protein.

Taken together, our current study demonstrates that ligand-
mapping MD simulations hold immense potential as a tool
with general applicability for detecting hydrophobic hot spots
and hydrocarbon staple binding sites. The method could be used
to suggest suitable mutations and modifications to improve the
binding affinities of known peptide ligands, as well as inform the de
novo design of peptidic PPI modulators. In cases of protein—
protein and protein—peptide complexes with no resolved structures,
the cutoft isovalue can be accordingly increased to initially locate
high-affinity binding sites on the target protein. Peptide docking can
then be restrained to these identified regions, obviating the need for
a global docking search, which is time-consuming and generates
many false positives.""" However, further development is required
to optimize the method for proper discrimination of low-affinity
binding sites from irrelevant local energy minima, which is a
common problem among MD-based mapping approaches."">
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